
 

 

1.1.3 – Defining Operating Scenarios 

Practical guidance – space 

Authors: ACTIONS demonstrator project 

In contrast to the majority of terrestrial robotic systems, a spacecraft’s local environment is 
relatively simple and well understood [1]. However, a space system is more than just the 
spacecraft. It is typically composed of: 

• The space segment – the satellites, subsystems and payloads 

• The ground segment – ground station equipment and operations infrastructure 

• The service or user segment – for relevant missions, the means by which end users 
benefit from mission applications (e.g. provision of satellite data, ground-based 
telecommunication networks, etc.) 

It is the service segment which typically drives the goals and requirements of the mission. 
The operating environment of a space system must therefore consider all three segments to 
be truly representative of the satellite’s safety, particularly for autonomous behaviours 
which impact ground-based stakeholders. The operating environment of a generic space 
system then includes the elements described in Table 1. Note that the satellite itself can be 
considered part of the environment, as some autonomy software may be limited to a 
payload (e.g. for data management and delivery) which is hosted on the satellite platform. 

Table 1 – List of operational environment elements for each segment in a satellite space system. 

Segment Element Impact 

SPACE 

Description of satellite 
platform, e.g. size, propulsion, 
sensors, antennae type and 
speed 

Determines the satellite’s ability to sense and respond to its environment, 
as well as the size and number of payloads it can host (such as for 
capturing science data for autonomous processing). Antennae size 
impacts the speed of data downlinks and uplinks. 

Description of satellite 
payloads / instruments 

Determines the satellite’s ability to capture science data to fulfil its 
mission. Instrument quality and fidelity can impact compliance with 
safety and assurance requirements. 

Description of satellite orbit, 
e.g. altitude, inclination 

Determines, with payload information, the relative size of visual features 
on Earth, time spent in daylight / night-time, etc. 

Description of area of 
interest1, e.g. geographical 
location 

Determines the data which is ingested by machine learning algorithms 
and used to generate alerts and other data products for Earth 
observation missions. 

GROUND 
Description of ground 
stations, e.g. locations, 
antennae type and size 

Locations impact frequency and timings of data downlinks from satellites. 
Antennae impact the speed of downlinks. 

                                                      
1 Although the area of interest is typically ground-based, it is sensed from the space segment and 
therefore considered part of this segment 
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SERVICE 

Data platform / pipeline, e.g. 
latencies, data fusion sources, 
etc. 

Determines the means by which autonomous decisions on data 
acquisition, processing and management impact end users of the data. 

Ground networks Describes the ground portion of any space-ground communications 
network. 

 

The operating environment is therefore expansive. For missions with many end users, such 
as those contributing to the EU’s Copernicus platform, there are a huge number of use cases 
and applications of satellite data. If even some of the ground-based data activities were 
moved on-board the satellite, the number of different requirements on these activities and 
the conflicts between them would be considerable. Guidance on defining operational 
scenarios generally for space systems is provided by ECSS and heavily employs the concept 
of mission use cases [2]. 

Application to autonomous space systems 

When considering autonomous satellite missions, specific operating scenarios must 
therefore be considered to scope the expected behaviour of the autonomous elements and 
precisely capture the parameters of the space, ground and service segments. Consider a 
satellite mission with the goal of autonomously detecting and reporting the presence and 
location of wildfires, as was explored in the ACTIONS demonstrator project. Operating 
scenarios could limit this behaviour to conditions such as: 

• Time of day – daytime sensing conditions are significantly different from night-time. 

• Time of year – the appearance of sensed features can change significantly over the 
year, and with different weather conditions. 

• Specific regions of interest (e.g. countries, states, biomes) – this impacts both 
region-sensitive features and mission properties such as data volume, ground station 
pass timings, etc. There is then a further impact on performance metrics such as 
data throughput and delivery latencies. 

• Specific use cases for mission data – manifested primarily in the service segment. 
For ACTIONS, an emergency service end user was considered with one set of 
requirements and a commercial end user had a different set. 

Operating scenarios could also consider both nominal conditions and off-nominal conditions 
such as: 

• Anomalies in autonomous system – such as sensor degradation and single events in 
computing hardware. 

• Edge and corner cases – for inputs to the sensing part of the system, e.g. input data 
with low representation in training and internal test data. 

Scoping the operating scenarios of the autonomous space systems in these ways allows the 
safety, performance and other requirements of the system to be more precisely defined. It 
also provides clear test scenarios for real-time or near real-time simulation testing and 
ultimately validation of the system requirements. 
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Operational scenarios of ACTIONS project 

The ACTIONS demonstrator project employed a wildfire detection and reporting mission as 
a case study, with emergency alerts and data products delivered to service segments to the 
benefit of emergency services and commercial customers, respectively. A single operational 
scenario was defined with the properties shown in Table 2. For real-time simulation testing, 
the operational scenario was further reduced to consider a specific time window. The scope 
of the scenario at the requirements stage informed the selection of training and test data 
for the autonomy software and machine learning component, while the scope of the 
simulation informed the selection of simulation test data. 

Table 2 – Scope of operational scenario elements for ACTIONS demonstrator mission. 

Scenario Element Scope for requirements Scope for simulation 

Time of day Daytime Daytime 

Time of year Not defined Single day in September 

Region of interest Oregon, USA Single swath of Oregon 

Use cases Alerts for emergency services 

Image data products  

Alerts for emergency services 

Image data products 

 

Scoping the operational scenario of the wildfire mission then allowed hazards impacting the 
autonomous behaviours of the mission to be identified, which, for the emergency use case, 
were: 

• That the wildfire is not responded to in sufficient time to contain or eliminate it 

• That emergency services were directed to a location which has no wildfire, wasting 
their time and diverting them from real emergencies 

The same logic could then be applied to the commercial use case for non-safety critical 
hazards. From these hazards, failure modes can then be identified. Standards for hazard and 
failure mode analysis in space systems are provided by ECSS [3, 4]. 

Summary of approach 

1. Design and plan mission using high-level planning tools, including full operating 
environment. 

2. Scope operating scenario(s) for mission such that requirements can be precisely 
defined and are verifiable, considering such elements as time of day and year, region 
of interest and use cases. 

3. Verify requirements through testing (including simulation), further narrowing the 
scope of the scenarios as needed. 
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